Colorado Upper-Division Electrostatics diagnostic: A conceptual assessment for the junior level
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As part of an effort to systematically improve our junior-level E&M I course, we have developed a tool to assess student conceptual learning of electrostatics at the upper division. Together with a group of physics faculty, we established a list of learning goals for the course that, with results from student observations and interviews, served as a guide in creating the Colorado Upper-Division Electrostatics (CUE) assessment. The result is a 17-question open-ended post-test diagnostic (with an optional 7-question pre-test) and an accompanying grading rubric. We present measures of the validation and reliability of the instrument and grading rubric, plus results from 535 students in both standard and interactive-engagement courses across seven institutions as a baseline for the instrument. Overall, we find that the CUE is a valid and reliable measure, and the data herein are intended to be of use to researchers and faculty interested in using the CUE to measure student learning.
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I. INTRODUCTION

The physics education research (PER) community has investigated student understanding of introductory physics topics, including electromagnetism (E&M), in some detail [1,2]. Efforts to improve student learning in lower-division courses have been driven in large part by data on student performance on research-based conceptual tests [3], such as the Force Concept Inventory (FCI) [4] in mechanics, or instruments which test student abilities in E&M such as the Conceptual Survey of E&M (CSEM) [5] or the Basic Electricity and Magnetism Survey (BEMA) [6]. Not only have these instruments served to identify common and persistent student difficulties, but they have also been powerful tools for supporting curricular reform. Detailed information on common student difficulties can drive more effective course reforms on the part of curriculum developers, as it has in introductory courses [7], and provide insight for faculty as to persistent student difficulties. The resulting materials may be valuable for instructors wishing to try a new approach to instruction, and student performance data on these instruments may (or may not [8]) convince faculty of the usefulness of alternative approaches.

Overall, we lack similar tools for improving instruction in the upper division. At most universities, including the University of Colorado Boulder (CU-Boulder), upper-division physics courses are often taught via traditional lecture and do not make use of effective instructional techniques [9] used at the introductory level. Research on how students understand the more mathematically and conceptually sophisticated treatment of E&M at the upper division [2,10,11] and the effectiveness of associated pedagogical strategies [12,13] is just beginning. A few concept inventories for upper-division quantum mechanics [14] and E&M [15] have been developed. The current work adds to this literature. We have undertaken a multiyear transformation of our upper-division E&M course, including identification of student difficulties, development of learning goals for the course, and student-centered instruction, the process of which is described elsewhere [16]. To assess the relative success of these transformations, as well as to document student difficulties, we developed a post-test for the course: The Colorado Upper-Division Electrostatics (CUE) assessment. Here, we report on the development, validation, and reliability of the CUE instrument to serve as a reference for the education research community.

II. METHODS AND CUE DEVELOPMENT

A. About the course

In 2007, the CU physics department chose to transform [17] one of the core courses that defines what it means to learn physics as a major—upper-division Electricity & Magnetism I (E&M I), typically taken in the Fall semester of the junior year. The course is offered every semester (with Fall representing the largest enrollment) and taught by a variety of instructors who rotate through course assignments. The content of the course is canonical for E&M I: electro- and magnetostatics, including techniques for solving for the potential and fields in matter. This covers Chaps. 1–6 of the text by Griffiths [18].
B. Faculty discussions and learning goals

We began the process of course transformation by forming a working group of 13 faculty with an interest in the course. This group included PER faculty ($N = 4$) and faculty involved in more traditional research ($N = 9$). We held seven biweekly informal “brown bag” meetings of faculty (described elsewhere [19]) and 13 individual faculty interviews. In these sessions we asked faculty to help us determine the learning goals, or what students need to be able to do by the end of the course. There was early broad agreement on the topical content of the course—namely, the topics covered in Chaps. 1–6 of Griffiths’ textbook [18]. Upon this topical agreement, we turned to development of broader, course-scale learning goals. These learning goals, shown in Fig. 1, are intended to describe the skills expected of a junior-level physics student, and have been used as the basis for learning goals in several other courses [14,21]. The full set of learning goals is available online [20].

While some of these skills are tested in traditional exams (such as setting up and executing integrals), many of these metalevel techniques and their conceptual underpinnings are not. The CUE was developed to address this gap.

PHYS301 Learning Goals

These goals represent what we want students to be able to do at the end of the course (as opposed to what content is expected to be covered, as in a syllabus). In all items below, “...” should be read “A student should be able to...”:

1. Math/physics connection: ...translate a physical description to a mathematical equation, and conversely, explain the physical meaning of the mathematics.
2. Visualize the problem: ...represent key aspects of physics through sketches.
3. Organized knowledge: ...articulate the big ideas from each chapter, section, and/or lecture.
4. Communication: ...justify and explain their thinking and/or approaches, both in writing and orally.
5. Problem-solving techniques: ...choose, apply, and justify appropriate problem-solving techniques in novel contexts, including (a) approximations and series expansions, (b) symmetries, (c) multivariable integration and PDE setup, (d) superposition.
6. Problem-solving strategy: ...organize and carry out long, complex physics problems.
7. Expecting and checking solution: ...articulate expectations for, and justify reasonableness of solutions.
8. Intellectual maturity: ...be aware of what they don’t understand, evidenced by asking sophisticated, specific questions; articulating where they experience difficulty; and taking actions to move beyond that difficulty.
9. Maxwell’s Equations: ... see the various laws in this course as coherent, and use Maxwell’s equations in differential and integral form to solve problems.
10. Build on earlier material.

FIG. 1 (color online). Abbreviated course-scale learning goals for PHYS301, developed by the faculty working group. The full set of learning goals is available at [20].

C. Observations and interviews

While the CUE is intended to provide insight into student difficulties, we needed some informed ideas of where students struggle in order to write meaningful CUE questions. To give us a starting point on student difficulties for the creation of the CUE, one of the authors (S. V. C.) observed class sessions of a standard lecture-based course, ran homework help sessions, and conducted student interviews. A total of 47 student interviews were conducted in a think-aloud format to (a) identify common difficulties or refine our understanding of their difficulties and (b) pilot test and validate the CUE as questions were modified. Out of all interviews, 19 specifically focused on understanding student responses on the CUE or validating the questions on the instrument. Overall, learning goals 3, 6, 8, and 9 are not addressed by the CUE instrument. CUE questions and associated learning goals are listed later in the paper (Table I).

D. Creation and refinement of questions

We then collaborated with the faculty working group to develop initial questions for the CUE. Questions were based on these learning goals, brainstorming, as well as common difficulties observed during student interviews and homework help sessions [23]. While the learning goals guided the development of the CUE questions, the CUE was not designed to provide a definitive test of each learning goal. That is, the CUE does not provide a score for each
student learning outcome, but rather represents a holistic measure that taps into student expertise as defined by faculty. Additionally, the CUE was designed to test a selection of the material in the course (the early electrostatics content), to serve as a litmus test for the overall performance of a student in the course, much as the Force Concept Inventory tests only a subset of the material in introductory mechanics. Thus, the CUE addresses only a limited subset of the essential material that faculty believe belongs in the course.

The selection and wording of questions was refined using the expertise of faculty and education researchers. The resulting instrument was pilot tested with a small group of five students, using a think-aloud format, and the test was administered to students enrolled in one course.

Questions were modified as we reviewed student performance on the diagnostic and evaluated the quality of responses on the test (i.e., did they understand what we were asking?). Over six semesters of administration. After the second administration, six students were interviewed regarding their responses on the questionnaire. The penultimate version was validated by interviewing eight students using a think-aloud protocol, resulting in the final, validated, version of the test [24]. All reliability and validity data (see Sec. V) are reported on this version of the test, which was administered to 103 students in three courses.

Previous versions of the instrument were administered to 432 students in 14 courses.

These steps match those listed by others [25,26] as the standard steps in instrument design, particularly the key importance of the identification of expert-thinking strategies and of student interviews in iterative test development and validation [25]. In the course of development, a total of five iterated versions of the test have been administered over time to various courses. Since the first version, a total of seven questions were dropped, two questions were added, and five questions were substantially modified, with most questions reworded for clarity.

As an example of a question that was substantially modified, Q16 shows a quadrupole distribution (see the Appendix). Early versions of the exams asked students “At point P, a distance r from the origin, how does V depend on r for r >> a?” We found that student responses did not allow us to differentiate between students who did not recognize the distribution as a quadrupole and students who did not know the $1/r^3$ dependence of a quadrupole. Thus, in later iterations, we simplified the question to “Is the dipole moment of this distribution zero” (Yes/No/Not Sure). Briefly explain your reasoning.” However, student explanations often contradicted their choice, and interviews confirmed that students found this wording of the question confusing. Thus, the final version reads, “The
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TABLE I. All problems on the CUE, including point allocations, Cohen’s kappa (see Sec. III B), and learning goal alignment. Question numbers in italics indicate items which are on the pretest. Cohen’s kappa values are designated as “moderate” (*, 0.41–0.60), “substantial” (**, 0.6–0.80), or “almost perfect” (***, 0.81–1.0), as determined by Landis and Koch [22]. Relevant learning goals are provided for illustrative purposes and are not intended to be comprehensive.

<table>
<thead>
<tr>
<th>Q no.</th>
<th>Points</th>
<th>Short name</th>
<th>Description</th>
<th>Cohen’s kappa</th>
<th>Related learning goals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1–Q7</td>
<td>all ask the student to identify the easiest method to solve for E or V at point P</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q1</td>
<td>5</td>
<td>V of theta</td>
<td>Insulating sphere with ( V(\theta) = k\cos(3\theta) ), ( P ) on surface.</td>
<td>0.81***</td>
<td>4, 5, 5c</td>
</tr>
<tr>
<td>Q2</td>
<td>5</td>
<td>Cube</td>
<td>Neutral polarized cube, ( P ) on axis.</td>
<td>0.57*</td>
<td>4, 5, 5c, 10</td>
</tr>
<tr>
<td>Q3</td>
<td>5</td>
<td>Cube far away</td>
<td>Neutral polarized cube, ( P ) off axis and far away.</td>
<td>0.67**</td>
<td>4, 5, 5a</td>
</tr>
<tr>
<td>Q4</td>
<td>5</td>
<td>Images</td>
<td>Grounded conducting plane with charge ( Q ). ( P ) on same side as ( Q ).</td>
<td>0.80**</td>
<td>4, 5</td>
</tr>
<tr>
<td>Q5</td>
<td>5</td>
<td>Superposition</td>
<td>Charged insulating sphere with off-center spherical cavity. ( P ) outside.</td>
<td>0.57*</td>
<td>4, 5, 5b, 5d, 10</td>
</tr>
<tr>
<td>Q6</td>
<td>5</td>
<td>Current loop</td>
<td>Current loop, point ( P ) off axis and far away.</td>
<td>0.73**</td>
<td>4, 5, 5a</td>
</tr>
<tr>
<td>Q7</td>
<td>5</td>
<td>Gauss</td>
<td>Nonconducting sphere with charge density ( \rho(r) = \rho_0e^{-r/a} ). ( P ) outside.</td>
<td>0.59*</td>
<td>4, 5, 5b, 10</td>
</tr>
<tr>
<td>Q8</td>
<td>5</td>
<td>Delta function</td>
<td>Mass ( m ); ( \rho(r) = m_1\delta^3(r-r_1) + m_2\delta^3(r-r_2) ). What is integral of ( \rho ) over all space, and what does this represent physically?</td>
<td>0.82***</td>
<td>1, 4</td>
</tr>
<tr>
<td>Q9</td>
<td>10</td>
<td>Reference for V</td>
<td>( V = 0 ) is set at the center of a charged sphere. What is sign of the potential at infinity?</td>
<td>0.41*</td>
<td>1, 4, 7, 10</td>
</tr>
<tr>
<td>Q10</td>
<td>10</td>
<td>Sketch E cylinder</td>
<td>Sketch induced charge and ( E ) field for conducting cylinder placed in ( E ) field.</td>
<td>0.65*</td>
<td>2, 5d, 10</td>
</tr>
<tr>
<td>Q11</td>
<td>6</td>
<td>BCs on E and V</td>
<td>List boundary conditions for ( V ) and ( E ) needed to solve Q10 by separation of variables.</td>
<td>0.62**</td>
<td>1, 5c</td>
</tr>
<tr>
<td>Q12</td>
<td>22</td>
<td>Graph E and V of disk</td>
<td>A uniformly charged infinitely thin disk. ( A ) What is ( E_z ) near the center of disk; ( B ) how does ( E_z ) behave as you move away from disk; ( C ) draw ( E_z ) vs ( z ); ( D ) draw ( V ) vs ( z ).</td>
<td>0.45*</td>
<td>2, 5a, 7, 10</td>
</tr>
<tr>
<td>Q13</td>
<td>5</td>
<td>Cartesian BCs</td>
<td>For a ( 2D ) box with specified potentials, identify whether sinusoidal and exponential form of solutions should be in ( X ) or ( Y ).</td>
<td>0.73**</td>
<td>1, 4, 5b</td>
</tr>
<tr>
<td>Q14</td>
<td>8</td>
<td>Dielectric</td>
<td>Describe what happens to a dielectric when inserted into a capacitor, plus limiting case of an “infinitely polarizable” dielectric.</td>
<td>0.68**</td>
<td>2, 4, 5a, 7, 10</td>
</tr>
<tr>
<td>Q15</td>
<td>5</td>
<td>Circle BCs</td>
<td>Circle the appropriate boundary conditions to solve for ( E ) on spherical charged surface.</td>
<td>1.0***</td>
<td>5c</td>
</tr>
<tr>
<td>Q16</td>
<td>5</td>
<td>Multipole</td>
<td>Quadrupole distribution is shown; explain whether the dipole moment is zero.</td>
<td>0.55*</td>
<td>1, 4, 5b, 5d</td>
</tr>
<tr>
<td>Q17</td>
<td>7</td>
<td>Ampere</td>
<td>For an infinite cylinder with current density ( J ), where is ( B ) field maximum?</td>
<td>0.72**</td>
<td>1, 4, 5, 5c, 10</td>
</tr>
</tbody>
</table>

Dipole moment of this distribution is: (Zero/Non-zero/Not sure). Briefly explain your reasoning.”

An example of a more minor wording change is on Q2 which asked students how they would find \( E \) at a point \( P \) “at a distance \( r = a \)” from a cube with side-length \( a \). Interviews indicated that this wording caused some students to stumble, and was simplified to “at a distance \( a \) from the cube” (and similarly for Q3).

Questions that were dropped were typically those which we found were very problematic in their wording, with no clear path towards revising them to be more effective, or ones which we found were tapping concepts and skills that we decided were not our main focus. For example, Q12 asks students to sketch a graph of \( E \) and \( V \) above and below a charged disk. Originally, we also asked students to “explain the physical origin of the behavior of the graph near \( z = 0 \),” with the intention of eliciting the math and physics connection that the discontinuity in the graph indicated the presence of a surface charge. However, students consistently misinterpreted the question, and we removed it from the exam. One question that was dropped in its entirety gave students a charge \(+Q\) in the hollow center of a two-dimensional metal square “frame” and asked students for the net charges on the interior and exterior surfaces of the “frame,” to explain why the charges had that exact magnitude, and what would happen if the charge were moved off center. This item was dropped in order to limit the length of the test and because we felt it
was more of a “clever” problem rather than directly tapping the learning goals developed by faculty for this course.

In order to provide a measure of student learning gains, a total of seven questions from the CUE were chosen (in collaboration with faculty) for the pretest. These seven questions use vocabulary and concepts that incoming students have previously encountered and thus may be able to attempt, though our data show that these questions are still very challenging for students after introductory physics, as well as incoming juniors entering E&MI.

E. About the CUE

The resulting exam is a 17-question conceptual test consisting of 15 electrostatics and 2 magnetostatics questions. Different numbers of points are assigned to different portions of the exam to represent their importance as learning goals, or the difficulty of the question, resulting in a total possible 118 points on the exam. All CUE scores reported are normalized out of 100%. A brief description of all questions is given in Table I along with learning goals related to that question. Two sample questions from the CUE are shown in Fig. 2 and the full instrument is given in the Appendix.

The assessment tests students’ ability to choose a problem-solving method and defend that choice, sketch electric field patterns, graph electric field strength and potentials, and explain the physics and mathematics underlying steps in common problems. With the exception of one multiple-choice question the exam is open ended; three additional questions give students a multiple-choice alternative and require students to explain their answer to receive credit. The CUE post-test is typically given at the end of the semester, and requires approximately 50 minutes. The pretest is designed to be given during the first week of class, and requires approximately 20 minutes to complete. In-class administration is recommended on both tests to encourage consistent testing conditions. Typical student results on the CUE are discussed in Sec. V, and student performance on each question is given in the Appendix.

F. CUE administration

Some version of the CUE was given to a total of 535 students in standard (lecture-based) and transformed courses, both at CU-Boulder (seven courses) and at six external institutions (nine courses). Most of these students took early versions of the CUE developed prior to the ultimate version [24], and so “common” exam scores are created to allow us to compare student performance across different versions of the exams (see Sec. V). Typically, students were not informed of the test in advance, and it was always administered in class as part of the course, but not for course credit. Student data are excluded for students who dropped the course. The students in the different courses at CU were similar on many measures of preparation, such as cumulative grade-point average (GPA) (3.1–3.2), GPA in physics courses (2.9–3.2), and prerequisite courses (standard error of the mean ~0.1 for most courses). More information about the courses in the study is given in our other publications [13].

A total of 103 students in three courses taught by three different faculty at CU took the final form of the CUE. Students were given the exam at the end of the semester (with one exception, below). Course A (N = 34) was taught with some interactive methods, including some clicker questions and optional tutorials. Course B (N = 22) was taught mostly traditionally with semiregular clicker use, primarily for review. Course C (N = 47) was taught in a traditional lecture fashion, and students took the CUE at the beginning of the next semester.

G. CUE rubric and inter-rater reliability

Because the CUE is an open-ended exam, a detailed grading rubric was developed in order to explicitly define what points should be assigned to each question. This was a challenging task; the rubric needed to clearly specify the points to be assigned for a variety of student responses. What is important is not that all parties agree with our point scheme, but rather that independent graders will achieve consistent results using the rubric (see Sec. IV).

The final rubric includes a point allocation for each section of the problem, descriptions of common student mistakes with accompanying point allocations, and codes that are used to categorize student mistakes on that question (to assist with research). The rubric underwent significant revision over time as independent graders compared results on student exams. The final rubric is a concise document and graders undergo significant training to use it consistently. See Fig. 2 for the rubric for sample problems and the Appendix for the full rubric. This inter-rater grading informed subsequent revisions of the rubric (typically involving explicit point allocations for particular types of student responses), resulting in improved inter-rater reliability over time.

To check inter-rater reliability on the final rubric, a set of CUE exams was scored by independent graders and the scores compared. Prior to grading the set of common exams, graders were trained on the rubric. Training occurred by providing graders with a set of earlier CUE exams with scores agreed upon by two of the authors (S. V. C. and S. J. P.) and comparing grader scores to the agreed-upon scores.

Inter-rater reliability data were collected on a total of 47 exams, over the course of two different studies described below. All final data in Sec. V use CUE version 16 and the final version, which are nearly identical.

The first grading study used two graders (A and B) on a set of 37 exams (CUE version 16). Only minor adjustments were made to the wording on all questions (except for
question 14, see below) after version 16, so these inter-rater reliability data are included in the final data used to validate the rubric. The use of the inter-rater reliability data from this study on CUE version 16 will tend to overestimate the difference between graders—modifications made to the rubric after this time only added additional precision.

The second study used two different graders (C and D) on an additional 15 exams from the final version of the CUE. Thus, we collected inter-rater reliability data on a total of 52 exams for each question.

Question 14 was substantially modified after version 16, and so two graders (C and D) graded only question 14 on an additional 32 exams from the final version of the CUE. Combined with the 15 exams described in the paragraph above, we collected inter-rater reliability data on a total of 47 exams for question 14. These data replaced those for question 14 on older student exams, resulting in complete exam data on 47 exams.

While this detailed rubric serves the purposes of the exam—to provide consistent measurements of student performance on the CUE questions—it has at least two limitations. First, the final detailed rubric will not be able to account for all possible student answers and thought processes (though repeated use has shown that it accounts for the vast majority of student answers).

Second, because the number of points allocated to each question is subjective, the CUE offers only an ordinal, rather than interval, measure of student performance. That is, we know that a student score of 60% is meaningfully higher than a student score of 30% on the instrument, but we cannot claim that a score of 60% indicates that that student is twice as successful on the instrument. The rubric does not allow us to make such arguments, as indicated by the results in Sec. IV.

III. RELIABILITY OF THE CUE

One desirable characteristic of a conceptual assessment is that the instrument be reliable, that it measure the construct of interest consistently. In our case, we would like to determine that a student who does well on one item on the test tends to do well on other items on the test (internal consistency), and that different graders will assign similar CUE scores to the same student (inter-rater reliability). In this section, we indicate that the CUE adequately meets these two measures of reliability. For more information on reliability and validity test statistics, we refer the interested reader to related publications [6,25,27].

A. Internal consistency

In order to test internal consistency, or how well different items on the CUE give consistent results with one another, we calculated Cronbach’s alpha for the test as a whole. Cronbach’s alpha is a correlational measure and can be interpreted as the average of the correlations of all possible split-half exams[28]. Values range from 0 to 1, with larger numbers indicating a greater correlation between test items, and thus the degree to which test items measure the same, or related, constructs. A common cutoff value for a good value of alpha is 0.80 [29].

We take each question as one test item. Calculating Cronbach’s alpha using the actual score on each question (e.g., 5 points, 7 points), we obtain α = 0.82. This number indicates high internal statistical reliability. We recognize, however, that the CUE does not measure a single unidimensional construct, thus violating the assumptions of Cronbach’s alpha. However, this means that our computed alpha is likely an underestimate of the true alpha, suggesting that internal consistency is still high [30]. These values are highly sample dependent [27], as Cronbach’s alpha relies heavily on the total score variance.

B. Inter-rater reliability

Inter-rater reliability for the CUE exam as a whole is high. The absolute value of grader differences on the “total CUE score” are shown in Fig. 3. Averaged across all exams, the difference in the total CUE score between graders was 1% (out of 100%) with the standard deviation (of the difference) of 3.6%. Graders agreed on overall CUE scores within 10% for all students, and within 5% for the majority of students (74%).

As an additional measure of inter-rater reliability, we computed Cohen’s kappa [31] for the CUE. Cohen’s kappa calculates how often raters give an exam, or a question, the same score, compared to the proportion expected by chance. Using Cohen’s kappa to calculate agreement on the actual points earned on the CUE is not particularly useful: Given the large spectrum of points (118 possible), it is unlikely that graders will agree within a single point. Thus, student scores were binned using five-point increments [32] and Cohen’s kappa computed for these binned scores to be 0.41, which is defined as “moderate” [22] agreement. When we bin scores within 10% agreement, Cohen’s kappa is calculated to be 0.62, indicating “substantial” agreement. We note that this agreement

![FIG. 3. Absolute value grader differences in “total CUE score” for a total of 47 exams graded in common by independent graders using a common rubric. Categories are exclusive of the lowest number in the bin except for the lowest bin: E.g., 0–2.5 can be read as 0 ≤ X ≤ 2.5 and 2.5 to 5 can be read as 2.5 < X ≤ 5.](image-url)
closely matches a pooled kappa estimate [33] computed by taking a weighted average (by question point value) of individual item kappa scores (see below).

We note that Cohen’s kappa is an overly conservative measure of inter-rater reliability [34]; this fact, combined with the restrictive binning cutoffs required for agreement, has likely resulted in an underestimate of the true Cohen’s kappa score.

These Cohen’s kappa calculations suggest that raters agree moderately for scores within roughly 5% and substantially for scores within 10%, and further substantiate the results shown in Fig. 3; more than 70% of the overall scores given by two graders agreed within 5%. Thus, for any given exam, different graders will assign a similar score, suggesting that the rubric is good and the CUE score is reliable.

We also examined inter-rater reliability on the individual questions on the exam. All questions are normalized to 100 points for this analysis. One long question (Q12), worth 26 points, is split into three parts, for a total of 19 questions. The average inter-rater agreement is high for individual questions: Grader scores differ by 3.1% (absolute value) on any individual question, on average, and the average standard deviation of that difference is 2.1%. Also, as seen in Fig. 4, graders were in “close” agreement for at least 85% of students on all questions. The two graders were in exact agreement for 45% or more of the students on all questions but one. These results are promising, particularly considering the variability of student responses and difficulty in interpreting open-ended answers.

We also computed Cohen’s kappa for each question on the CUE. For individual questions on the CUE, Cohen’s kappa ranged from 0.41 to 1.0, indicating “moderate” to “excellent” agreement [22] (see Table I). The majority (N = 11) of questions showed “substantial” agreement (i.e., \( k > 0.6 \)). Because Cohen’s kappa is a conservative measure, we believe that agreement between raters was higher than Cohen’s kappa might suggest (e.g., Fig. 4).

Thus inter-rater reliability is high for individual questions and the exam as a whole. We are able to accurately determine a student score on the exam as a whole within 5% (Fig. 3), and on individual questions within 20% (Fig. 4). These results indicate that it is meaningful to compare students according to their performance on individual questions as well as the exam as a whole.

IV. VALIDITY

Another key aspect of a conceptual survey is, Are the results a true measure of the construct(s) that we intend to measure? In order to answer this question, a variety of subquestions must be addressed: Does the instrument give similar results to other approaches of measuring the same construct? Was there a sound theoretical basis underlying the construct(s)? Do experts agree with the operationalization of those constructs into questions? Do item scores correlate with the test as a whole? Do students interpret the questions as they were intended? Do test items discriminate between students of different abilities? In this section, we show that the CUE is, overall, a valid instrument for this population of students in our institutional context.

A. Expert validation

The CUE was constructed to address the learning goals developed by the faculty working group. Thus, the learning goals can be taken to form the underlying construct, or theoretical basis, for the exam. We take these learning goals to be expert validated due to their generation by a working group of experts in both physics content and education.
Do experts agree with the operationalization of these learning goals into CUE questions? The faculty working group ($N \sim 14$) was deeply involved in the generation and refinement of the first draft of the CUE, and PER faculty were involved in the continual refinement of the CUE over the additional years of development. This is one indication that the questions are considered valid by content experts.

Additionally, five faculty (four from external institutions) responded to a survey \cite{35} about the instrument. The survey asked them to provide their best answer to each question and to indicate whether the question tested the learning goals (which were given), whether the information was scientifically accurate, and if the question was clear and precise. Three faculty were from liberal arts colleges and one from a state university; all had taught junior E&M and three had used the CUE in their course. Because of the low number of faculty responses, and the fact that not all faculty completed the same version of the survey, we offer qualitative rather than quantitative analysis.

Faculty were able to accurately answer questions on the CUE, indicating that they are able to correctly interpret the questions. However, we have not explicitly administered and graded the CUE for experts (such as faculty and graduate students), which would be a useful benchmark. Faculty overall rated questions as scientifically accurate and clear. Faculty did not mention a lack of alignment of CUE questions with the consensus, course-scale learning goals. Faculty conjectured some aspects of wording that students might miss, but these passed the student validation tests, Sec. IV B.

Some faculty feedback was used to revise the CUE for the final version. Other feedback could be incorporated for future versions, such as some concerns raised about the explicit directions regarding the point of interest in Q12; the problem asks for the value of the $z$ component of the $E$ field “near the origin,” without explicitly asking the student to consider only points along the $z$ axis. However, most responses were indicative of differences in philosophy rather than problems with the CUE: For example, two respondents remarked in questions 1–7 [where students are asked to indicate the easiest method for solving a particular problem for $E$ field ($E$) or voltage ($V$)] that they questioned giving students the choice of solving for $E$ or $V$ (or $B$ field or vector potential, $A$). However, this was a strategic decision since telling students to solve for one or the other would give a clue as to the best method (e.g., separation of variables versus Coulomb’s law). Thus, overall, faculty saw the CUE as a valid instrument, but some additional feedback will be discussed in Sec. VI.

**B. Student validation**

The penultimate version was validated by interviewing eight students using a think-aloud protocol: the interviewer did not interject except to remind students to verbalize their thought processes. Students were asked to read the question aloud, so that we would know if they were skipping parts. Students were observed as to whether their work reflected the nature of the question. At the end of the interview, students were asked about questions that seemed problematic, in order to probe their understanding of the question prompt.

Particular attention was paid to whether students correctly read and interpreted the instructions (e.g., not attempting to solve the problems Q1–Q7, understanding the meaning of “off-axis,” or noticing key aspects of the questions).

This final validation resulted in a few, minor wording changes. For example, Q16 was originally worded “Does this distribution have a non-zero dipole moment? Yes/No.” In interviews, many students verbally described that they knew that there was no dipole moment, but circled “No” on the exam, due to the unintended double negative. Thus, this question was changed to “The dipole moment of this distribution is: Zero/Non-zero/Not Sure.” Interviews also enabled us to fix confusing wording in Q8.

One common theme in the interviews was that students were more complete in verbalizing their explanations than in writing them—which could account for some of the poor quality of explanations on the CUE. Providing motivation for students to document their understanding more completely would provide additional validity for the test.

**C. Criterion validity**

How well does the CUE score predict other, related variables? We collected data where available to provide external measures of student success. We find that the CUE score correlates well with other measures of student performance, indicating that the assessment does appear to measure aspects of student ability as determined by other criteria. The overall score on the final version of the CUE correlates highly with students’ grades in the junior E&M course ($r = 0.59$, $p < 0.001$, $N = 100$) and their cumulative grade point average prior to junior E&M ($r = 0.49$, $p < 0.001$, $N = 99$), as well as with the BEMA \cite{6} score obtained after freshman E&M ($r = 0.57$, $p < 0.001$, $N = 73$). These correlations match previous definitions \cite{36} as "medium" (0.3–0.5) to "strong" (0.5–1.0), suggesting that the constructs measured on the CUE are highly related to other aspects of student performance typically valued by faculty.

**D. Discrimination**

Below we offer several measures of whether test items discriminate in a meaningful way between students of different abilities.

**1. Item-test correlation**

In order to determine whether test items are well-coordinated with the test as a whole, we examined the
Pearson linear correlation coefficient for each test item with the overall test score. Pearson correlation ranges from \(-1\) to 1, with higher numbers indicating that the two variables share a large amount of variance. There is no widely accepted cutoff for item-test correlation coefficients for continuous variables, such as those on the CUE, so we refer to the criterion accepted for item-test correlation for dichotomous variables (the point-biserial coefficient), which is \(r \geq 0.2\) [37]. On the CUE, all items were correlated with the overall score with at least \(r = 0.5\): Nine items were correlated with at least \(r = 0.6\). This item-test correlation is similar to another well-accepted instrument for E&M (at the introductory level): the BEMA, which has an average point-biserial coefficient of 0.43 [6]. Thus, no single item stands out as being poorly discriminatory, and all items are reasonably correlated with the overall test score.

2. Ferguson’s delta

In order to determine the discriminatory power of the test as a whole (i.e., how well distributed are CUE scores over the possible range of scores?), we calculated Ferguson’s delta, as described by Ding et al. [6]. To take into account the fact that test items are worth different numbers of points, we take the total number of test items (\(K\)) as 118 (the number of points on the test), and calculate the frequency (\(f_i\)) of the number of points earned (not the normalized CUE score out of 100). Ferguson’s delta can take on values in the range \(0, 1\), with a value greater than 0.9 indicating good discrimination. Ferguson’s delta for the CUE is 0.99, indicating excellent discrimination on a per-point basis. The discriminatory power of the CUE can also be seen visually from the histogram of student responses in Fig. 5: Scores are distributed normally around the mean. Normality was verified using the Shapiro-Wilk test, \(p < 0.05\).

3. Item difficulty

Different questions on the CUE pose different levels of challenge for students, as can be seen by the variable mean and median of each question (Fig. 6). The mean and median often do not match due to the non-normality of the distribution of student responses. We are unable to use the item difficulty index (\(P\), as described by Ding et al. [6]) due to the fact that our question scoring is continuous rather than dichotomous. What counts as a “correct” score
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**FIG. 5 (color online).** Histogram of student scores on the CUE based on \(N = 103\) students in three courses.

**FIG. 6 (color online).** Median, mean, and mastery performances on each question on the final version of the CUE for \(N = 103\) students. “Mastery” level represents the upper 70th percentile on each question; that is, 30% of students scored at or above this level, and 70% scored below.
on any item on the CUE, especially given that the skills and ideas tested by this assessment are complex? We choose to define the 70th percentile as a “mastery” level, corresponding to the assignment of a grade of 3.0 or higher (A or B) on a standard grading curve, though one could certainly choose other methods of defining mastery. Figure 6 shows the results of this calculation, and Table I, as well as the Appendix, gives descriptions of each question. For three questions (Q1, Q8, and Q15), the 70th percentile score is 100%, indicating that they may have less value in differentiating student performance. On the other end of the spectrum, certain questions (e.g., Q3, Q6, Q11, Q16, Q17) are particularly difficult for the majority of students, but we find that our rubric makes it difficult for students to achieve high scores on most problems and results in many students receiving zero points for some problems. Thus, when considering student performance on any particular problem, it is important to keep these different metrics of success in mind: For example, a student score of 60% on Q3 can be taken as good performance, relative to the student population as a whole. These results are only valid for the population at hand, however—junior physics majors at CU-Boulder. Caution should be used when extrapolating to other student populations.

V. RESULTS

What are typical student results on the CUE? Because students have taken the CUE in its many different versions, we answer this question in terms of both the final, validated assessment and a “comparison” CUE score made of the questions that remained constant over several different administered versions of the exam (versions 9, 13, 16, 18, and 22). We remind the reader that we may make only ordinal, not interval, claims regarding student performance on the CUE.

A. Post-test

A total of 103 students in three courses at CU took the final form of the CUE. These courses (A, B, C) are described in Sec. II. Because of the variety of courses involved, these results can be taken as indicative of the results of a variety of types of instruction, but tending towards traditional lecture format. The timing of the test also varies—in particular, course C administered the CUE at the beginning of the following semester, introducing a variety of confounding variables (self-selection effects, studying for the final exam, and a period of forgetting).

Students, on average, scored 47.8 ± 1.9% on the post-test. Figure 5 above shows the spread of student performance ranging from a low of 13 to a high of 88, following a rough Gaussian curve. Student performance on each question is shown in Fig. 6 (overall) and the Appendix (by class).

CUE results differed across courses, such that students in course A (using the most interactive techniques) scored higher on average (52.9 ± 3.0%) than did students in either course B (45.4 ± 4.3%) or course C (45.1 ± 2.3%). This suggests that CUE scores might be able to differentiate between different types of instruction—a point that will be supported later in this section.

CUE averages on individual questions vary widely. Question 2, for example, varies from a low of 25 (in course B) to a high of 56 (in course C). See the Appendix for average student response for individual questions in each of the three courses, which may be used as points of comparison for future CUE administrations. On several questions a large fraction of students scored 0 points, resulting in a large standard deviation for many questions. Comparing student performance on individual questions across courses can guide faculty as to which pedagogical approaches are most effectively addressing particular topical areas. By using the CUE repeatedly in their own class, faculty can use the individual question results to help them assess whether a change in their own approach to a topic improved student outcomes on that topic.

B. Pretest

Seven of the CUE questions—those which a student with a strong grasp of introductory E&M could be expected to do— are bundled into an optional pretest. Student pretest scores are consistently low. On the final version of the pretest (course A, N = 51), students score an average of 29.4 ± 2.4%. This is similar to results from the N = 156 students who took previous versions of the pretest, scoring 33 ± 1.2% on average. These junior students score very similarly on this pretest to a set of N = 26 freshmen who have just completed introductory E&M: 30.1 ± 2.9%. Overall, student responses on the pretest are low quality, reflecting a high level of forgetting and/or confusion. However, pretest scores [38] correlate well with a variety of measures of preparation, such as the BEMA after introductory physics (r = 0.29, p < 0.05, N = 73) and GPA in prior physics courses (r = 0.35, p < 0.001, N = 138) indicating that the pretest score appears to be, nonetheless, a meaningful measure of student preparation. Pretest scores are also well correlated with post-test scores (r = 0.48, N = 138).

C. Gain

There are several ways that we can choose to calculate CUE gain: (A) post-pre, the full post-test score minus the pretest score; (B) normalized post-pre, the normalized gain of the full post-test score [i.e., post-pre/(100-pre)]; (C) 7Q post-pre, the post-test score on only the seven questions which match the questions on the pretest, minus the pretest score; or (D) normalized 7Q post-pre, the normalized gain of the seven questions on the post-test which match the questions on the pretest, minus the pretest. We choose to examine (C) and (D), so that we can compare
student performance on the same set of questions pre and post.

Because we can make only ordinal, not interval, claims for the pretest and post-test scores, the subtraction of pre and post is problematic regardless of whether we use normalized or non-normalized gain. See Wallace and Bailey for a detailed discussion [27]. If we ignore the problematic nature of subtracting two ordinal numbers, and assume that the magnitude of the gain itself is meaningful, then post-pre could give a crude measurement of how much students improve on those questions over time. This is of particular interest when administering the CUE to different populations with differing background preparation. For example, the pretest scores of other institutions were 41.0% and 17.3%, respectively (see Sec. V D).

Average non-normalized gain is 24% (34% normalized) for the 20 students in a single course (total $N = 43$ students) who took the final version of the test and also took both the pre- and post-tests, and 24% (37% normalized) for the population who took V18 and V21 versions.

D. Common score

To provide a larger sample size, we include all courses that administered the CUE at a similar point in instruction (i.e., all courses but course C, which administered the CUE at the start of the following semester), including several traditionally taught courses at CU and elsewhere that did not use our materials. Because many courses used previous versions of the CUE, we include only those questions that did not change substantially over time on an artificial “common” test score. Out of the total 118 points on the final version of the test, these common questions represent 88 points, or about $3/4$ of the exam. The common CUE score correlates well ($r = 0.97, p < 0.001$) with the full exam score for the $N = 103$ students who took the final version of the CUE, suggesting that this portion of the exam is a valid proxy for the exam score as a whole.

Results for all $N = 488$ students are given in Fig. 7. Courses using the materials developed by our PER efforts (PER courses) have higher CUE scores on average (60.6 ± 4.3%, $N = 189$) compared to the more standard lecture-based courses (STND; 40.8 ± 3.9%, $N = 299$).

E. Broader conclusions

We can draw several conclusions from these data. One is that the CUE is able to robustly and repeatedly differentiate between different types of instruction. This is a finding that is suggested by the overall difference in scores between research-based and lecture-based courses across institutions in Fig. 7, and confirmed by the scores in those courses
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**FIG. 7 (color online).** “Common” CUE scores across institutions for $N = 488$ students. “Post-test” represents course average score (% correct) for the subset of CUE questions given in common across all exams (88 out of 118 possible points). “Gain” represents the course average (out of 100%) for the difference between the pretest (60 points) and the matched subset of the post-test (i.e., 60 points). PER courses used the research-based materials developed at CU. STND courses used a standard lecture-based format. Because of the lack of pretests for CU-RES1 and CU STND1 and STND2, pretest scores are estimated (and thus gain scores are effective and lack error bars) based on the stable pretest scores for other semesters. Courses are not listed chronologically. Courses A and B (from final CUE administration) are labeled. Error bars represent 1 standard error of the mean.
at CU, which included students with similar background preparation (see Sec. II).

Another finding is that CUE scores are able to differentiate between the caliber of students at different institutions: The CUE post-test scores of PER courses at non-CU institutions are slightly higher, particularly non-CU2—confirmed by a Kruskal-Wallis test and a post hoc pairwise comparison. All non-CU PER-based courses were at small liberal arts institutions with competitive entrance requirements, and the pretest scores of these students tended to be somewhat higher than those at CU (35%–40%, with the exception of non-CU-PER3 at 17%), and post-test scores are substantially higher than at CU.

For instructors and researchers interested in the exact student scores on the ultimate version of the CUE exam (used by courses A, B, and C), we refer them to Sec. VA (and Fig. 6) which lists student scores on the final exam as a whole, as well as the Appendix, which includes student scores on individual exam items.

VI. DISCUSSION AND CONCLUSIONS

In summary, we have developed an open-ended test that probes a subset of the expert-developed learning goals in electrostatics and magnetostatics in junior E&M. We developed a detailed grading rubric to provide comparison of scores from student to student, and inter-rater reliability studies show that the responses to the CUE are graded with a high degree of reliability. The test shows high internal consistency, measured by Cronbach’s alpha. Students and experts correctly interpret the questions on the exam, and expert validation results were overall positive. The CUE is well correlated with other variables of interest (such as grades and GPA), indicating that it measures things that faculty care about. The CUE exam scores can be used to find measurable differences between students of different abilities (as evidenced by item-test correlations, Ferguson’s delta, and item difficulty). The CUE exam scores can also be used to find measurable differences between different populations of students—those with different backgrounds (i.e., small liberal arts institutions versus large state universities), or who took different kinds of E&M courses (i.e., standard lecture-based courses or research-based interactive-engagement courses).

Thus, the CUE has achieved the goals that we set for it—to be able to provide reliable and valid information about the achievement of students in junior E&M instruction.

These positive results are somewhat remarkable considering that the CUE is an open-ended test, which is based on knowledge of student difficulties that are still emerging and poorly defined. In fact, the CUE does not even match some definitions of “concept inventory” [26] because it is not multiple choice. Thus, we have also demonstrated more broadly that validity and reliability can be achieved—with some effort—with a non-multiple-choice inventory. Typically, one would take common student answers on an open-ended exam as we have created and generate multiple-choice distractors from common student responses. This is certainly still possible and may be a fruitful direction of future test development. However, we have hesitated to change the nature of the exam this dramatically—many of the learning goals of this course require that students generate particular representations or arguments rather than recognize them. We expect this higher level of cognitive function [39] from our junior students and want to be able to assess it.

We have already found that the CUE is a valuable tool in identifying common student difficulties [11], and future publications are planned on this rich data source. For example, Q4 (identifying the method of images) was answered correctly by 83% of students, which could be seen as confirming our expert validators’ opinions that this problem was “too easy,” or “a touchstone problem.” However, the overall score on the problem was only 64%, showing that explanations for the correct answer are often challenging for students—a common theme on the exam. Similarly, faculty reviewers were concerned that Q6 (the magnetic field of a current loop off axis, far away) did not test students’ ability to determine when to use Biot-Savart since Biot-Savart is “complicated” for this problem and this is the “most basic example of magnetic dipole.” We concur; however, many students mistakenly indicate that they would use Biot-Savart as the easiest method to solve this problem (41% out of N = 103 students taking the final version of the CUE post-test), not recognizing this basic dipole.

These findings indicate how the CUE may be useful to illuminate student thinking. To provide a sense of insights available through CUE data, we summarize a few other common themes here.

- In both lecture-based and research-based courses, there is a marked difference between students’ ability to choose the right answer and their ability to justify or explain that answer—students are more proficient at choosing the right answer than justifying it. Such analysis of CUE data is possible due to separate coding of “correctness” and “explanation quality.”
- Choosing the easiest method for solving a given problem (Q1–Q7) proves difficult for students, possibly highlighting difficulties in extracting the central features of problems out of the context of recent material.
- Students often fail to recognize when approximations are useful or, indeed, provide the only tractable solution for a problem. For example, many students do not recognize that an observation point that is far away and off axis calls for the use of the dipole approximation (Q3 and Q6). Instead, they often fall back on the “fail-safe” of direct integration.

See previous publications [11,12] for more examples of common trends on the exam. The CUE provides a rich
source of fruitful data for ongoing and future research of this nature.

Because of the large sample dependency of many of these validity and reliability measures [27], our conclusions are only strictly valid for the student population with which it was tested—primarily junior E&M students at the University of Colorado. Population dependence is one of the main drawbacks of classical test theory, whereas a more detailed study using item response theory could enable us to disentangle student ability from the quality of the test items. This analysis was beyond the scope of the current study.

We can also make only ordinal, not interval, claims regarding student scores on the test. While it is clear that the CUE differentiates between students of different abilities, it is not clear just what the magnitude of CUE scores represents.

The CUE is also necessarily restricted in scope. Many learning goals are not addressed, which was a conscious choice. For example, as pointed out by expert validation, the CUE does not test students’ ability to connect Maxwell’s equations to boundary conditions, is more focused on abstract principles than phenomena, does not explicitly ask students to address the difference between exact and approximate solutions, and has only a few questions on magnetostatics or electric fields in matter (i.e., dielectrics). Indeed, the CUE is heavily focused on problem-solving methods, strategies, and skills in electrostatics—while these match the learning goals described by our faculty, an expanded focus could be considered. Additional formal construct validation, as well as gathering expert scores on the exam, would be appropriate next steps in the development of the CUE.

For instructors or researchers whose learning goals for their students match those learning goals developed by our faculty, the CUE can be a tool for testing broad achievement of learning goals (by comparing scores on the CUE exam overall, as graded by trained graders). Such administration can also allow for insight into student difficulties by reviewing student responses, comparing student performance on individual items to the mastery level in Fig. 6, comparing student scores to those in the Appendix, or looking at common errors using the documented “mistake codes” assigned during grading.

We hope that the CUE will serve as a tool to highlight such areas where there is a mismatch between what faculty believe students will be able to do and what they are actually able to do, as well as to provide a measure of the success of various instructional strategies in junior E&M.
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SUPPLEMENTAL MATERIAL

See separate supplemental material for student performance on CUE questions, the CUE assessment as a whole, and the CUE grading rubric.


[17] This effort was supported by funding from the CU Science Education Initiative.


[23] The questions on the existing EMCI (Ref. [15]) were not used because we were not aware of the exam at the time; this exam remains unvalidated to our knowledge.

[24] The finalized version of the CUE used in this paper is version 22.


Cohen’s kappa is computed as $\kappa = (q_o - q_e)/(1 - q_e)$, where $q_o$ is the actual observed agreement between raters and $q_e$ is the agreement expected by chance. The chance agreement $q_e$ is calculated from the observed data, using the number of times each rater assigns a given score category, by multiplying the proportion of cases one rater assigns a score $i$ by the proportion of cases the other rater assigns that same score $i$, summed over all possible score categories.

Bins were assigned as 0–5, 6–10, 11–15, etc. for 5-point bins and 0–9, 10–19, 20–29, etc. for 10-point bins. Grader agreement within these bins was defined as “agreement” for purposes of calculating the actual agreement. Number of exams scored within each of these bins was used to calculate the agreement expected by chance, as defined above. For purposes of computing Cohen’s kappa on individual items, agreement was defined as giving the same point value; that is, rater scores of 3.0 and 3.5 were counted as agreement on the same point value of “3,” whereas rater scores of 3.5 and 4.0 would not be counted as agreement.

[32] Bins were assigned as 0–5, 6–10, 11–15, etc. for 5-point bins and 0–9, 10–19, 20–29, etc. for 10-point bins. Grader agreement within these bins was defined as “agreement” for purposes of calculating the actual agreement. Number of exams scored within each of these bins was used to calculate the agreement expected by chance, as defined above. For purposes of computing Cohen’s kappa on individual items, agreement was defined as giving the same point value; that is, rater scores of 3.0 and 3.5 were counted as agreement on the same point value of “3,” whereas rater scores of 3.5 and 4.0 would not be counted as agreement.


[37] See Ref. [16] in L. Ding et al. (Ref. [6]).

[38] To increase sample size, we included pretest scores from courses using the prior version of the CUE (V18), as most questions only changed in minor wording.